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Chapter 1 

 

Introduction 

 

The progress of the CMOS technology in recent years has reached the point 

where CMOS processors can outperform bipolar processors.  Development of 

DRAM technology focuses on minimization of the area occupied by the memory 

cell, while microprocessor performance is dominated by the length of the transistor 

gate and by the number of interconnect layers.  According to the National 

Technology Roadmap for Semiconductors (NTRS) [1], DRAM half-pitch size, 

which is 250nm in 1997 technology, will reach 100nm by year 2006.  As the feature 

size shrinks, the number of interconnections between gates increases and wirability 

becomes an important factor and needs to be addressed and analyzed carefully.  On 

the other hand, the number of metal layers has to be reduced to a minimum to reduce 

the manufacturing costs.  These two conflicting requirements ask for innovative 

wiring schemes such as dividing a logic block into several blocks.  To increase the 

wire density, lower level metal line width needs to be scaled down approximately at 

the same rate as gate length.  Consequently, the line resistance becomes large, 

causing not only additional RC delays but reliability problems like electromigration 

(EM).  The use of new materials like copper, which has higher conductivity and 

higher resistance against EM than aluminum, and low dielectric constant materials 

like polyimides or xerogels, which will give lower capacitance overall than silicone 

dioxide, is inevitable in future on chip interconnect design.  Additional improvement 

can be achieved by using high aspect ratio of the wire (thickness/width) since this 

can give higher wiring density without increasing the resistance.  However, this kind 

of wire can increase unwanted coupling effects and cause false switching. Crosstalk 

can be deadly especially when dynamic logic families such as domino are used, and 



 2

wiring pitch, as well as the aspect ratio of the wire, should be determined properly to 

keep these effects within tolerable limits.  

While most of the attention is focused on low level metals, the importance of 

the higher level metals, which carry signals over long distance, is unfairly de-

emphasized since they are a small portion of total wiring.  However, these global 

wires become longer as feature size shrinks and delays due to these wires can be an 

important portion of the clock cycle [2]. NTRS 97 [1] predicts that the wire delays 

will dominate device delays in future generations (deep submicron) due to the 

excessive resistance caused by the scaled line width. Even though this result is 

considered a pessimistic estimation due to some unreasonable assumptions made in 

this study, there is little doubt about the importance of the interconnect delays on 

total delay estimation in future generations [2].  This increasing wire delay has 

received a lot of attention, especially from the design community, because the 

ordinary design flow that has been used so far would not be applicable for the future 

generation.  Typically, timing analysis has been achieved prior to the physical design 

based on simple device capacitance and wire capacitance models.  Then extraction is 

done, followed by layout verification.  However, as interconnect delay becomes an 

important part of the total delay, an accurate timing analysis is impossible without 

prior knowledge of the layout.  One of the suggested solutions is using many blocks 

with limited number of gates [3].  Once the number of gates in each block is limited 

to a certain number, the average wire length becomes shorter in future generations, 

and interconnect delay no longer dominates device delay.  However, this technique 

brings up another problem.  As the number of gates used in a block decreases, there 

need to be more global wires that connect between hundreds and thousands of small 

blocks, so a major issue is shifted towards global wiring.  Also, more metal layers 

are required due to the increasing number of the global wires. Whether one agrees 

with this solution technique, there is little dispute on the increasing importance of the 

global wires in timing analysis and physical design in future generations.  In high 
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performance processors, the cross-sections of these global wires need to be big 

enough to carry signals without RC delays.  To reduce the delay further, repeaters 

are inserted, yet careless design can actually increase the total delays since repeaters 

can increase loading capacitance for the previous stage.  Increasing the driver size 

produces larger current and reduces the delay.  However, this can increase the 

capacitance loading due to the larger device capacitance and also consumes more 

power.   Increasing driver size means reduction of driver impedance, sometimes to 

the point where it is smaller than the characteristic impedance of the line.  The 

inductance and resistance variation from low frequency to high frequency can be an 

important factor in determining accurate total delay in this situation [4]. As the chip 

speed exceeds giga-herz range, these frequency dependent effects become more 

important.  Transmission line effects become even more important for multichip 

modules and printed circuit boards.  Efficient characterization of frequency 

dependencies in these structures is quite challenging task.  In micro strip line type of 

structures, not only skin effect but current crowding effect due to the wide ground 

plane can change the inductance value dramatically.   

In this dissertation, a new series impedance extraction technique particularly 

for higher level on-chip interconnects as well as off-chip interconnects (i.e., PCB, 

MCM) will be introduced.  The conventional way of extracting frequency dependent 

series impedance is through the Volume Filament Method (VFM) [5, 6] where a 

conductor is divided into many filaments where constant current is flowing along the 

each filament.  In recent years, numerical acceleration techniques [7] have been 

applied to VFM to speed the large matrix inversion procedure, and different 

segmentation techniques [8] have been used to apply VFM to various cross-sections 

other than rectangular shapes.  However, in VFM, the dimensions of the filaments 

have to be smaller than a skin depth at a given frequency, which can require a lot of 

filaments, large memory, and considerable CPU time regardless of the improvement 

in the numerical techniques. 
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A generally more attractive approach is a "surface integral equation method" 

[8, 9] where only surface currents are modeled, requiring much less memory usage 

and CPU time for simulation. This approach, however, requires calculation of 

surface current distributions using the method of moments that can be numerically 

expensive, especially when there are sharp corners.  This technique may also have 

numerical problems at low frequency when current distribution is almost uniform 

across the cross-section of the conductors, as opposed to the high frequency limit 

when the current density is well approximated as a surface current.  

Recently, a new surface impedance boundary condition, the Effective Internal 

Impedance (EII), has been developed [10-12].  This new boundary condition can be 

easier to approximate because of its localized characteristics.  That is, this boundary 

condition is relatively independent of the presence of the other conductors and can be 

approximated from low frequency to high frequency the using surface impedance of 

an isolated conductor.  Because of these characteristics, this boundary condition can 

be used in conjunction with external solvers to characterize multi-conductor 

transmission lines without solving complicated boundary conditions through the 

method of moments. 

Simulation methods for coupled transmission lines in the time domain have 

gotten a lot of attention in recent years due to the ever-increasing device speed and 

densely packed interconnects.  The time domain simulation methods are largely 

categorized into three techniques: full-wave technique, transfer function analysis, 

and RLC equivalent circuit analysis.  The full-wave techniques based on solving 

Maxwell’s equations include finite difference time domain method (FDTD) [13] and 

partial element equivalent circuits (PEEC) [5, 14, 15].  These approaches are useful 

to obtain accurate time domain waveforms for complex three-dimensional structures, 

but can be computationally expensive.   

The other methods that utilize an approximation of the transfer function of 

the transmission line system can be very efficient when the frequency dependent 
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characteristics of the systems are known.  In these kinds of techniques, to accurately 

simulate transient responses of the lossy transmission lines, all the frequency 

dependent resistance and inductance have to be included in the model.  This usually 

requires diagonalization of propagation function or transfer function using 

eigenvectors and eigenvalues that are frequency dependent.  Unfortunately, there are 

stability issues associated with poles on the right hand side of the complex plane that 

one has to cope with when the eigenvector matrix is represented with polynomial 

rational functions.  Also, the application of this approach to the simulation of circuits 

including nonlinear drivers can be difficult.  However, the attraction of this method 

is only the input port and the output port of the transmission lines have to be 

characterized, so avoiding a large number of nodes.   

The techniques based on the equivalent circuit that model frequency 

dependent characteristics of the transmission lines with frequency independent RLC 

circuit [16-18] are less appealing, mainly because the number of the nodes involved 

becomes large especially when the rise time of the input becomes short.  However, 

one of the advantages of this equivalent RLC circuit modeling is that one can avoid 

the calculation of the frequency dependent series impedance of the lines.  That is, 

most other techniques based on transfer functions require frequency dependent 

samples, e.g., series impedance, at several frequency points through either simulation 

or measurement to approximate transfer function, while values of the circuit 

elements used in RL circuit model can be determined directly from the geometry of 

the conductor.  Also, RLC models can be directly simulated with existing circuit 

simulators like SPICE with other nonlinear devices.  In this dissertation, a frequency 

independent RLC equivalent circuit model is presented.  This equivalent circuit can 

accurately model the frequency dependencies of the multi-conductor transmission 

lines with a relatively small number of circuit elements. Then, to reduce the number 

of nodes, the method of characteristics and the finite difference method are applied 
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to the lossless-like equation that results from solving the telegrapher’s equation with 

a recursive formulation. 

In chapter 2, the surface ribbon method is reviewed.  This method is first 

introduced in [11] and successfully applied to the general 3-dimensional problems 

[10].  In this chapter, thorough numerical and theoretical approaches behind the 

SRM will be introduced to explain why and how this technique works.  In chapter 3, 

SPICE equivalent circuit model that captures frequency dependent effects is 

introduced.  Simple rules to construct this model are introduced and application of 

this model to multi-conductor transmission lines is explored.  In chapter 4, new time 

domain multi-conductor transmission line equations are derived based on SRM and 

the SPICE equivalent model.  These new equations are used in the method of 

characteristics and the finite difference methods to obtain time domain waveforms 

including frequency dependent effects. 
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Chapter 2 

 

Series Impedance Calculation Using Surface Ribbon Method (SRM) 

 

In high performance integrated circuit, an accurate estimation of the delays or 

coupled noise due to the finite conductivity and the presence of other conductors 

becomes more difficult.  The ever-increasing speed of the digital circuits demands 

broad bandwidth characterization of the frequency dependent transmission lines to 

get accurate transient waveforms.  The advances in time domain simulation 

techniques of lossy transmission lines in recent years are quite remarkable, yet 

almost every technique requires some frequency domain samples of series 

impedance of the transmission lines, which is becoming much more complicated task 

as the integrated circuit technology advances.  The conventional, yet numerically 

expensive way of extracting frequency dependent series impedance, is through 

Volume Filament Method (VFM) [5, 6].  To overcome the inefficiency of the VFM, 

techniques based on surface currents [8, 9] have been introduced.  However, it is not 

always easy to satisfy the boundary conditions, and these techniques are limited to 

the high frequency range where the skin depth is much smaller than the thickness of 

the conductor.  A new impedance boundary condition, the Effective Internal 

Impedance (EII), is much more useful for series impedance calculations due to its 

localized characteristics.  This new boundary condition is easier to predict due to its 

localized behavior throughout the frequency band of interested.  
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Figure 2.1: Series impedance calculation of lossy conductor using surface equivalent 

theorem. (a) Original problem where volume current is flowing through a conductor. 

(b) Equivalent problem where conducting body is replaced with external medium 

and volume current replaced with equivalent surface current. Continuity of vector 

magnetic potential is assumed. 
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(a) 

 

         

(b) 

 

 

(c) 

Figure 2.2. Integral path along the perimeter of two conductors. (a) Integral path for 

the external region of the conductors. (b) Integral path for the internal region of the 

conductors (before applying the surface equivalence theorem). (c) Integral path for 

the internal region of the conductors (homogeneous medium). 

 

 

2.1 Effective Internal Impedance (EII) 

The EII was first introduced in [19] and several approximation methods for 

the EII were introduced in [10].  However, an accurate theoretical concept of this 

quantity has not been available.  This EII is an essential quantity in the surface 

ribbon method (SRM) and needs to be identified accurately to justify the SRM.  The 

numerical derivation for the SRM introduced in [10] gives a somewhat incomplete 
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for the EII.  In this section, thorough theoretical concept of the EII is introduced 

using the surface equivalent theorem. 

According to the equivalence theorem, the original problem can be replaced 

with equivalent surface currents as long as this current generates the correct fields 

outside of the conductors, while the fields inside of the conductor can be assumed to 

be arbitrary. This allows one to replace the medium inside the conductor boundaries 

with the same medium as the external region. Consequently, an external Green’s 

function can be used everywhere in the integral equations.  

In formulating a surface boundary condition the fields inside of the 

conductors are usually assumed to be zero [20], but here we assume the vector 

magnetic potential is continuous across conductor surfaces, and the equivalent 

surface current is defined as the difference between original tangential magnetic field 

and internal tangential magnetic field generated in this new equivalent problem.  

Figure 2.1 shows the original problem and the equivalent problem explained here.  

The original problem is replaced with an equivalent problem with equivalent surface 

current defined as a ratio of the longitudinal electric field and the difference of the 

two tangential magnetic fields on the surface.  Of course, it might seem that this new 

approach would make the problem much more complicated, but as will be 

demonstrated later, the surface impedance boundary condition satisfying this new 

problem, the effective internal impedance (EII), is much more localized than the 

SIBC from low to high frequencies.  The surface integral equation before applying 

the equivalence theorem for the exterior region can be obtained from [8] 

 ( ) ( ) ( ) ( ) ( )[ ] ( )∫ ∫ =−−+ 0’’’’,’’’,’ 21 rArrrprrGdrrHrrGdr zexttext δµ   , (2.1) 

where tH  and zA  are the tangential magnetic field and longitudinal magnetic vector 

potential respectively, )’(rp  is the position dependent coefficient describing source 

strength distribution (often assumed without justification to be 0.5 [8, 10]), and 1
extG  

and 2
extG  are the free space external Green’s function and its derivative with respect 
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to the surface normal, respectively, and the integral is carried out along the perimeter 

of all conductors (see Figure 2.2 (a)).  For the interior region, 
 ( ) ( ) ( ) ( )[ ] ( )[ ] ( ) 0’1,’,’ 21 =′−′−+′−′′ ∫∫ ΓΓ

rErrrprrGdrrHjrrGdr zqtq
qq

δωµ   , (2.2) 

where 1
qG  and 2

qG  are the Green’s function and its normal derivative for conductor 

q , respectively, and the integral is carried out along the each individual conductor 

perimeter qΓ  (see Figure 2.2 (b)).  Equation (2.1) and (2.2) have to be solved 

together with the requirement that 

 ∫Γ
=

q
qt IHdr’    , (2.3) 

where qI  is the total current carried by conductor q . 

 After applying the equivalence theorem, the Green’s function that appears in 

equation (2.2) can be replaced by the free space Green’s function used in (2.1). In 

this paper we use continuity of the vector magnetic potential across conductor 

surfaces to complete the definition of the EII. Equation (2.1) for the exterior region 

becomes 

 ( ) ( ) ( ) ( ) ( )[ ] ( )∫ ∫ =−−+ 0’’’’,’’’,’ 21 rArrrprrGdrrHrrGdr zext
ext
text δµ   , (2.4) 

where ext
tH  is the external tangential magnetic field.  The interior region equation 

(2.2) becomes 
 

( ) ( ) ( ) ( )[ ] ( )[ ] ( ) 01,’,’ 21 =′′−′−+′+′′ ∫∫ rArrrprrGdrrHrrGdr zext
in
text δµ

  , (2.5) 

where in
tH  is the internal tangential magnetic field and since the medium is uniform 

in our new equivalent problem, the integral is now carried out along the entire 

surface of inside of the conductor instead of the surface of the conductor q  (see 

Figure 2.2 (c)).  If the values of external tangential magnetic field and magnetic 

vector potential are exactly known in equation (2.4) (here, magnetic vector potential 
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is related to magnetic field by HA
rr

µ×∇= ), the position dependent coefficient 

)’(rp  can be determined, and then in
tH  can be found from equation (2.5).   

For this new equivalent problem, the relationship between the longitudinal 

electric field and the difference of the tangential magnetic fields across the 

equivalent surface impedance sheet is called the effective internal impedance (the 

EII, to distinguish it from the SIBC), and is then 
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where eiiZ  is the EII and sJ  is the equivalent surface current density. 

To compute the integrated quantities of series impedance using the EII 

approach, power applied, power dissipated, and magnetic energy stored in the 

equivalent problem are found using 

 ∫∫∫
→

∗
→→

∗ ⋅+=⋅Φ∇−
S sS seiiS s

q JAdsjJdsZJds ω2    ,  (2.7) 

where S  is the conductor surface and Φ  is the electric potential.  The left-hand side 

of the equation (2.7) is the power applied, the first term of right-hand side is the 

power dissipated, and the second term corresponds to the magnetic energy stored.  

From the power dissipation term in (2.7), resistance can be calculated using 

 { }
q

s

seiisrm
q l

Jrd

JZrd
R

q

q ⋅
′

′
=

∫

∫

Γ

Γ

2

2
Re

)(ω
   , (2.8) 

where ql  is the length of the line q . Internal inductance of conductor q  and total 

external inductance are calculated from the stored magnetic energy term, 
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where extV  is the volume exterior to the conductors.  The surface inductance due to 

the magnetic energy stored by the impedance sheet is given by 
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Finally, the sum of internal, external, and surface inductances from (2.9), (2.10), and 

(2.11) gives the total series inductance for the transmission line in the EII 

formulation.  

To validate equations (2.8) to (2.11), a similar procedure can be used to 

derive the equations for series impedance using the boundary element method [8, 

10].  Using the exact exterior magnetic and electric fields from the original problem, 
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it can be shown that the resistances given by (2.8) are identical to the original 

problem, that the external inductance given by (2.10) is identical to the original 

problem, and the sum of (2.9) and (2.11) is identical to the internal inductances in the 

original problem.  

The obvious difference between this new approach and the boundary element 

method (BEM) using SIBC is rather than excluding the conductor interior from the 

problem by assuming zero interior field, continuation of vector magnetic potential 

has been assumed.  Consequently, the interior fields are taken care of through this 

new impedance boundary condition.  The similarity between the BEM and the SRM 

is that only the quantities on the surface of the conductor are characterized to achieve 

numerical efficiency. 

 

2.2 Surface Ribbon Method 

The series impedance calculations based on energy conservation that was 

introduced in the previous section is a time-consuming task.  A much simplified 

formulation can be derived directly from (2.4), (2.5), and (2.6).  By subtracting (2.5) 

from (2.4) and applying (2.6) the following integral equation results for an m  

conductor system 

 ( ) ( ){ } ( ) ( ) 0’’’
11

1 =Φ∇′−+′′−+ ∑∫∑∫
=

Γ
=

Γ

m

q

q
z

m

q
seiiext rrdrrJrZrrGjdr

qq

δδµω   . (2.12) 

Each conductor perimeter qΓ  can be further divided into qN  segments, each with sub 

section kqC , , where these pieces represent current-carrying “ribbons” of width 

∫=
kqCkq drw

,
, .  Equation (2.12) then becomes 
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where kq
eiiZ ,  and kq

s
J ,  are respectively, the effective internal impedance and sheet 

current density on the kth ribbon ( qNk ,,2,1 L= ) of the qth conductor ( mq ,,2,1 K= ) 

at a given frequency, and the second term on the left hand side represents 

contributions from self and mutual inductances.  For a two dimensional case 

( ) ’ln
2

1
’,1 rrrrGext −−=

π
.  If the ribbons are narrow enough that the sheet current 

density is constant across each ribbon, integrating over the kth ribbon yields 
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where k
sI  is the total sheet current carried by the kth ribbon, and for simplicity the 

double superscript ( )kq,  has been replaced with the single superscript k  

( Nk ,,2,1 K= , mNN q ×= ).  Finally,  
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where k
21 - ΦΦ k  is voltage drop along the ribbon k, k

eiiZ  is the EII averaged over the 

width of ribbon k, and kl  is the length of ribbon k, which is assumed to be 1 in a two 

dimensional problem.  Equation (2.15) can be expressed as an N x N matrix equation  
 
 [ ] [ ]( )[ ][ ] [ ]VILjZeii =+ ω , (2.16) 

 

where [ ]eiiZ  is an N x N diagonal matrix made up of the k
k
eii wZ  and ][L  is a matrix 

consisting of self and mutual inductances between surface ribbons. This approach is 

called the surface ribbon method (SRM). If [ ]eiiZ  is known (2.16) can be used to 
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calculate resistance and inductance directly, as is done in the volume filament 

method [5, 6].  As shown in the following section, the EII has relatively localized 

characteristics, allowing [ ]eiiZ  to be easily approximated.  The similarity between the 

SRM and the VFM is that all the series impedance parameters (left hand side of 

2.16) are either known (VFM) or can be approximated with analytical form (SRM).  

Therefore, most of the computation time is dedicated to the inversion of the series 

impedance matrix.  For this reason, the efficiency of the SRM over the VFM or the 

BEM is tremendous. 

 

2.3 Characteristics of the EII 

 To calculate the exact EII, the volume filament technique can be used to find 

the external magnetic and electric fields and the vector magnetic potential, then these 

values are used in (2.4) and (2.5) to calculate the internal magnetic field, and finally 

the EII’s can be found using (2.6).  Figure 2.3 shows a comparison between the EII 

values for two circular conductors with radii 1 mm separated by 0.2 mm, 20 mm, and 

200 mm, and the surface impedance of an isolated circular conductor given by [21], 

 

 
( )
( )ωµσ

ωµσ
σ
ωµσ

jjaJ

jjaJjj
Zcir

1

0=  , (2.17) 

where a  is the radius of the conductor. The most interesting characteristics of the EII 

is the position independence of the real part at low frequency, as shown in figure 

2.3(a).  All real parts of the EII are almost constant and are quite close to the surface 

impedance of the isolated conductor calculated from (2.17).  The imaginary parts do 

have a position dependence, especially when two conductors are very close to each 
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other.  However, this dependence diminishes quickly as the two conductors are 

separated, with values of Im(EII) being approximately the average of that obtained 

from (2.17).  At high frequency, the internal fields of the conductors approach zero, 

and the EII calculated from (2.6) is expected to approach to the SIBC which is 

accurately approximated by (2.17) in the high frequency limit.  Figure 2.3(b) shows 

that this does indeed occur.  In other words, (2.17) can be used as an approximation 

of the EII to calculate series impedance of circular conductors regardless of the 

frequency or proximity of other conductors (i.e. cir
k
eii ZZ ≈  in (2.15) and (2.16)). To 

support this point, the series impedance of two circular conductors separated by 0.2 

mm is calculated and compared with the volume filament method as shown in figure 

2.4.  Here, a polygon with degree N shown in figure 2.4(a) is used instead of a 

circular conductor to simplify the calculation of the mutual inductance between 

ribbons.  Figure 2.4(b) indicates (2.17) is indeed a good approximation of the EII for 

series impedance calculation even when conductors are very close to each other. 

The EII values for square conductors with width 25 µm and separated by 5 

µm and 50 µm have also been calculated.  It is impossible to calculate exactly the 

SIBC of isolated square or rectangular conductors due to the singularity at the 

corner, however, it can be approximated [22-26].  Detailed EII characteristics of a 

square conductor will be discussed in next section (Figure 2.7 and 2.8).  At high 

frequency, the surface impedance of an infinitely wide and thick conductor given by 

 ( )jf
Z s += 1

σ
µπ

 (2.18) 

is a reasonable approximation for the SIBC far from corners. Examination of other 

geometrical cases has confirmed that the EII is well approximated by the surface 

impedance of an isolated conductor, regardless of the presence of other conductors.  
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Figure 2.3(a): EII values for two circular conductor at f=1kHz.  Solid line: d=0.2mm, 

dotted line: d=20mm, dashed line: d=200mm, dash-dotted line: equation (2.17). 
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Figure 2.3(b): EII values for two circular conductor at f=1MHz.  Solid line: 

d=0.2mm, dotted line: d=20mm, dashed line: d=200mm, dash-dotted line: equation 

(2.17).  
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Figure 2.4(a): Segmentation for the estimation of the EII for a circular conductor. 
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Figure 2.4(b): Series impedance of two circular conductors. radius=1mm, d=0.2mm. 
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2.4 Approximations of the EII 
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Figure 2.5): Plane wave model for the approximation of the EII of a rectangular 

conductor. 

 
 

As it is indicated in previous section, rather than estimating the EII by 

solving complex integral equations with known electric and magnetic fields, the 

surface impedance of an isolated conductor can be used as an approximation of the 

EII.  This is possible because the EII has fairly localized characteristics throughout a 

broad bandwidth, meaning the characteristics of the EII are hardly altered by the 

presence of other conductors [12].  Deely [23] introduced a modified surface 

impedance near the corner assuming transverse magnetic plane wave is normally 

incident onto all surfaces of the conductor, and Jingguo et. al [25, 26] extended this 

model to corners of arbitrary angle, transverse electric problems, and three 

dimensional structures.   

Here, two different techniques for the approximation of surface impedance of 

an isolated conductor are introduced.  Then the estimation from each technique will 

be compared with the EII that has been obtained through solving integral equations 

to see which approximation technique matches the EII better.  

The first approximation technique is a plane wave model (PWM) [10].  In 

this model, surface impedance is found by assuming uniform TM plane waves 
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incident on four surfaces and reflected from interfaces (Figure 2.6a).  The field 

quantities under these assumptions are repeated in this dissertation due to some 

misprint in [10].  They are 
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where 
m

m

ηη
ηη

+
−

=Γ
0

0 ,  and 
0

0
0 ε

µη = , 
σ
ωµη j

m = .  Γ  is the reflection coefficient at 

the interface between air and conductor.  The impedance at the surface of the 

conductor can be obtained using 

 ( ) ( )
( )yxH

yxE
yxZ

t

z
s ,

,
,, =ω , (2.21) 

where ( )yxH t ,  is ( )yxH x ,  on the top or bottom of the surface, dy ,0= , while 

( )yxH y ,  should be replaced in (2.21) on the side surfaces of the conductor, cx ,0= .  

A second approximation technique is called a transmission line model 

(TLM).  First, for a rectangular conductor, the conductor is segmented into four 

square corners and two flat rectangular sections, which are further divided into 

several rectangles and triangles as illustrated in figure 2.6b.  Then the surface 

impedance of each section is the averaged surface impedance of the original 

rectangle at given location.  To calculate surface impedance of each triangle and 

rectangle, transverse resonance [27] is applied. In transverse resonance method, a 

conductor cross-section is considered as non-uniform transmission line terminated 
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with open circuit at the load, and the input impedance is calculated and considered as 

the surface impedance.  The surface impedance of central rectangular region in 

figure 2.6 is thus approximated using 

 




=

2
tanh

t
j

j
Z s ωµσ

σ
ωµ

. (2.22) 

The surface impedance of the corner triangular section can be approximated using 

the input impedance of an isosceles triangle [19] as illustrated in figure 2.6, 
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0= , (2.23) 

where 0J  and 1J  are Bessel functions of the first kind. 

In figure 2.7, the two surface impedance approximation techniques 

introduced here are compared with the EII at both low frequency and high frequency.  

Notice that the EII does not change much when the distance between two conductors 

varies from 5µm to 100µm.  At low frequency, both the TLM and the PWM 

averages the real part of the EII and approximates imaginary part of the EII very 

well.  At high frequency, the PWM approximates the EII quite well, while the TLM 

effectively averages the EII.  The biggest difference occurs at the corner of the 

conductor where fields are singular.  Here, it has to be pointed out that these 

approximation techniques are for series impedance calculation of transmission lines, 

not for the calculation of field quantities.  For this reason, the accurate approximation 

of the EII at the corners is not necessary and averaged approximation techniques like 

the TLM can be useful.  This is because the parallel sum of the EII is the main factor 

in determining series impedance.  Even though the PWM gives better approximation 

of the EII, the TLM has an advantage due to its flexibility to other geometrical 

shapes.  The segmentation scheme for the TLM is much like finite element method 

discretization, and can be applied to obtain surface impedance of conductors with 

various cross-sections.  Also, when a small number of discretizations is desired to 

reduce CPU time, the TLM gives better results than the PWM. 
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Figure 2.6: Segmentation of a rectangular conductor for the approximation of the EII 

using the transmission line model. (a) rectangular segmentation for the middle part of 

the conductor, triangular segmentation for the corner of the conductor.  (b) EII 

approximation for an arbitrary triangle.  Input impedance of an equivalent isosceles 

triangle is calculated using the transverse resonance method. 
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Figure 2.7(a): Real part of the EII values and their approximations at f=1kHz. 
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Figure 2.7(b) Imaginary part of the EII values and their approximations at f=1kHz. 
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Figure 2.8 (a): Real part of the EII values and their approximations at f=1GHz. 
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Figure 2.8(b): Imaginary part of the EII values and their approximations at f=1GHz. 
 

 



 28

2.5 Applications of the SRM 

2.5.1 Rectangular Conductor 

 

ribbons

 

Figure 2.9): Segmentation scheme for a rectangular conductor for EII 

approximations. 

 

 

The first step of calculating series impedance using the SRM is determining 

the number of surface ribbons used for conductor i , iN , in the simulation.  This 

number can be as small as four for a rectangular conductor and needs to be increased 

for higher accuracy.  Once this number is determined, each conductor perimeter is 

divided into iN  segments, which are called surface ribbons, and each conductor 

cross-section is divided into iN  sections whose shapes are triangular, rectangular, or 

trapezoidal. The typical segmentation scheme for a rectangular conductor was 

introduced in the previous section and is shown in figure 2.9.  The surface 

impedance of each segment is calculated for each section using either (2.22) or 

(2.23).  The thk diagonal term of [ ]eiiZ  can be determined using averaged surface 

impedance, 

 
k

sk
eii w

Z
Z ≈ , (2.24) 
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where kw  is the width of the thk  ribbon and sZ  is the surface impedance calculated 

using (2.22) or (2.23) for the thk  section that shares one side with the thk  ribbon.  

The elements of dense matrix [ ]L , the self and mutual inductance of ribbons, are 

calculated either carrying out direct numerical integration of the second term of 

(2.15) or using analytical equations [5].  Then for a given voltage setup, current 

flowing in each ribbon is calculated. Equation (2.16) is formulated for partial series 

impedance and the dimensions of the matrices are NN × , where N  is the total 

number of ribbons used. This matrix has to be converted into ss NN × , where sN  is 

the number of signal conductors, to apply the SRM to the transmission line analysis.  

This can be done through nodal analysis or a mesh-based approach [6, 7].  The 

voltage and current vectors in (2.15) are the branch vectors and should be converted 

into nodal vectors.  In nodal analysis, this can be done through 

 




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where [ ]sI  is a source current vector, [ ] [ ] [ ]LjZZ eii ω+= , [ ]bI  is a branch current 

vector shown in (2.15), and [ ]A  is an incident matrix which relates node voltage and 

current vectors with  

 [ ] [ ][ ] [ ]{ } [ ]n
T

n IAZAV
11 −−=  (2.26) 

As an example, a two rectangular conductor case is analyzed.  Both the TLM and the 

PWM results are shown in figure 2.10 compare well to the VFM result.  For the 

SRM, 40 ribbons are used, while 1575 filaments are used for the VFM at 10GHz.  

For the SRM, the segmentation scheme shown in figure 2.6 is used.  The maximum 

error of inductance calculation is 1.5% for PWM and 2.5% for the TLM.  The 

maximum error of resistance calculation occurs near 10GHz, about 4% for the TLM 

and the PWM.  
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Figure 2.10) Series impedance of two asymmetric rectangular conductors. 

Comparison between the VFM and the SRM. 
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2.5.2 Arbitrary Cross-sectional Conductor 

The SRM has been successfully applied to circular and rectangular cross-

sectional shaped conductors [10, 11].  The extension of the SRM to conductors 

beyond these geometries is possible using the TLM. In this section, the SRM is 

applied to arbitrary cross sectional conductors.  There are a few ground rules of 

discretization.  First, the shape of the elements should be triangular, rectangular, or 

trapezoidal.  This is because these are the cross-sections whose surface impedances 

can be approximated from (2.21) to (2.24); other shapes can be used if the surface 

impedance approximations for them are known.  Second, two of the nodes of each 

element have to lie on the surface of the conductor such that the line connecting 

these two points coincides with the surface ribbon.  This second restriction 

guarantees the number of ribbons used is the same as number of elements from the 

discretization.  The third rule is the utilization of the symmetry of the conductor if 

there is any. For instance, for circular conductor shown in figure 2.4(a), many 

triangular elements are used and the internal node is chosen to be the center of the 

circle.  This internal node is chosen such that all the triangles have the same height. 

As an example, two trapezoidal shaped conductors are analyzed.  Figure 

2.11(a) shows three different segmentation schemes. The best segmentation should 

be able to minimize the number of ribbons without losing the accuracy.  Among 

these three segmentations, the scheme 1 and 3 are useful when tw2  is big, but if 

this is not the case, these schemes would require more ribbons to achieve the same 

accuracy as scheme 2.  The scheme 2 is the best choice when tw2  is small or when 

minimum number of ribbons is desired. As figure 2.11b shows, scheme 1 shows best 

inductance agreement, while scheme 2 is best for resistance calculation.  In this 

particular case, tw2  is too big to use scheme 2.  Here, a total of 32 ribbons are used 

in all cases.  The maximum resistance error for scheme 1 is 7.5% at 1GHz, 6% for 

scheme 2, and 1% for scheme 3, while the maximum inductance error for scheme 1 

is 2%, 11% for scheme 2, and 7% for scheme 3, all occuring at low frequency. 
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Figure 2.11: Three different schemes for the EII approximation of a trapezoid. (a) 

Three segmentation schemes.  (b) Series impedance calculation of two trapezoids: 

Comparison to the VFM. 
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2.5.3 Minimization of Surface Ribbons 

To achieve a greater accuracy, many ribbons have to be used in SRM.  

However, it would be interesting to investigate the trade-off between the accuracy 

and the number of ribbons used. Because of the nature of the dense inductance 

matrix, it is difficult to improve the computation time for inverting a large matrix.  

This is because an iteration matrix inversion method can not improve computation 

time significantly compare to direct inversion methods when the matrix is dense, and 

simply ignoring small matrix elements can generate an ill-conditioned matrix.  

Therefore, it is important to reduce the matrix size at the beginning, which is why 

SRM can be useful.  The minimum segmentation method has been successfully 

applied to the SRM to reduce the matrix size [28]. In this section, error estimation for 

this technique is performed in comparison to the VFM.  Also, the reason why this 

technique works better for certain cases than others will be explained.  As was 

explored in the section 2.3, the EII has localized characteristics.  This allows the 

effective separation of the skin effect and the proximity effect when we analyze the 

frequency dependent characteristics of multi-conductor transmission lines; The skin 

effect is analyzed through the EII while the proximity effect is taken care of through 

calculating mutual inductances between surface ribbons.  As the frequency of 

interest becomes higher, the dominant effect is due to the skin effect. Therefore, the 

problem size can be significantly reduced by under-analyzing the proximity effect 

(use a very small number of surface ribbons).  This technique should work fine 

whenever the proximity effect is insignificant. 

For a rectangular conductor, four ribbons are used, i.e. one ribbon per side.  

The segmentation is done such that a rectangular conductor is divided into two 

triangles and two trapezoids.  For a wide ground plane, rather than assigning ribbons 

along the four perimeters, only the side where the ground plane faces the signal lines 

is segmented.  One ribbon is used right underneath the signal conductor with the 

same width as signal conductor, then besides this center ribbon, two ribbons with 
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width h3  are used.  This scheme is illustrated in Figure 2.12a where a total nine 

ribbons are used including the ground plane.  The ground plane surface impedance 

can be calculated from (2.22) by replacing 2t  with t , while the surface impedance 

of trapezoidal section is 

 ,
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, and )1(H  and )2(H  are Hankel 

functions of the first and second kind respectively.  Figure 2.12 shows the 

comparison between the SRM using 9 ribbons throughout the frequency range and 

the VFM that requires 2290 filaments at 10GHz.  20 frequency samples are obtained 

within a second for the SRM calculation with 266MHz Pentium II. 

Figure 2.13 shows the maximum error estimated from DC to skin effect high 

frequency (frequency at which the skin effect is dominating) calculated in 

comparison with the VFM.  Generally the maximum error occurs at mid frequency 

range (frequency where proximity effect are influencing series impedance).  The 

error curve indicates, this minimum ribbon scheme can estimate series impedance 

accurately for wide range of geometry.  For more accurate result, the number of 

ribbons used has to be raised.  The error becomes big when conductors are wide (see 

Figure 2.13).  This is because the current re-distribution inside of the conductor is 

dramatic when conductors are wide and close to each other. 
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Figure 2.12: Minimum segmentation method. (a) Segmentation and ribbon 
assignment for a signal line above a wide ground plane.  (b) Series impedance 
calculation using minimum segmentation method. W=20µm, t=10µm, h=10µm, 
ground plane width=100µm, ground plane thickness=10µm. 
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Figure 2.13: Maximum local error for the two symmetric conductors. (a) Resistance 

and (b)Inductance error estimation of the SRM using minimum segmentation: 

Comparison to the VFM. Error is estimated from DC to frequency where the 

thickness is 10·skin depth. 
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Figure 2.13: Maximum local error for two symmetric conductors (a) Resistance and 

(b)Inductance error estimation of the SRM using minimum segmentation: 
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Comparison to the VFM. Error is estimated from DC to frequency where the 

thickness is 10·skin depth. 

2.5.4 Three-dimensional Geometry 

The analysis of 3-dimensional structures such as clock distribution network, 

vias, meshed ground planes, and I/O pin networks is becoming more important and 

difficult as technology advances since the structure becomes electrically small as the 

device speed goes up.  The current distribution near the corners is extremely non-

uniform and all three directional currents (x, y, z directions in cartesian coordinates) 

have to be modeled to accurately estimate series impedance.  The SRM has been 

successfully applied to 3-dimensional structures [10], and is much more efficient 

than the widely used the PEEC [14].  However, as long as the discontinuity of the 

structure is not a dominant portion of the overall structure, the problem can be 

further simplified by assuming a current flows only in the length direction (this is 

often called 2
12  dimensional solution).  In this section, 2

12  dimensional SRM is 

applied to the 3 dimensional structure.  This solution technique is accurate if 

discontinuity inductance is much smaller than total inductance, 

 uniformtotalitydiscontinu LLL −= . (2.25) 

where uniformL  is the inductance obtained through a 2
12  dimensional solution.  Figure 

15(a) shows the example case of 3 dimensional structure often found in a clock 

distribution network.  The partial inductances of these two lines are calculated using 

VFM and SRM.  First, each line is divided into 9 segments in the length direction.  

For VFM, 15 filaments are used in width and thickness directions resulting in 225 

filaments in cross-sectional area and 4050 filaments overall.  For SRM, the same 

number of ribbons are used in the width, thickness, and length direction, resulting in 

1080 ribbons overall.  The results show good agreement.  To minimize the matrix 

size, only 1 section can be used in length direction (2 sections for bend structure) 

without loosing the accuracy.  This approximation will reduce the overall number of 

filaments and ribbons to 675 and 180 respectively.  In addition, for SRM, no more 
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than 5 ribbons per side (total 60 ribbons) would be necessary to achieve a good 

agreement (see Figure 2.15(b)-(d)). 
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Figure 2.15): Series impedance calculation of three-dimensional structure using the 

SRM: Comparison to the VFM.  (VFM: VFM using 9 segmentations along the 

length direction, VFM-1: VFM using 1 segmentation along the length, SRM: SRM 
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using 9 segmentations along the length direction, SRM-1: SRM using 1 

segmentation along the length direction). (a)Z11, (b)Z22, (c)Z12. 

2.6 Discussions 
 

Filament

Ribbons

skin depth  

Figure 2.16): Combination of the SRM and the VFM in multi-conductor 

environment. 

 

The advantages of the SRM in terms of memory and CPU time can be 

enormous when multiple conductors are simulated simultaneously and the highest 

frequency interested is in skin effect range.  For square conductors, assuming the 

segmentation is done such that the dimension (ribbon width or filament width) is the 

same as a skin depth, the matrix dimension that has to be inverted for the VFM 

would be 2Nm , while it would be mN4  for the SRM, where m  is number of 

conductors and depthskinconductortheofwidthN ≈ . In addition, the minimum 

segmentation scheme introduced in 2.5.3 can reduce the dimension of matrix to m4 , 

which will lower the CPU time and memory usage by tremendous amount without 

sacrificing the accuracy. Considering the matrix is dense for both cases, the inversion 
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cost is proportional to 3M , where M  is the dimension of the matrix.  Further study 

is needed for iteration inversion technique using efficient pre-conditioner. 

Finally, when multiple conductors are simulated and the dimensions of the 

conductors are wide spread, the VFM and the SRM can be used together to reduce 

the matrix dimension.  For instance, when the conductor dimension is less than a 

skin depth, a single filament can represent this conductor, while if this is not the 

case, SRM with four ribbons is used.  This technique is illustrated in figure 2.16.  

Other applications of the SRM are series impedance calculation of the conductors 

coated with other conductor materials with different conductivity, planar inductors 

with significant loss factor, and planar resonators, etc. 

Because most of the parameters including inductance can be calculated using 

analytical expressions (see Appendix A), the most time consuming part of the SRM 

simulation is due to the matrix inversion.  The inductance matrix resulting from the 

SRM or the VFM are partial inductance, which makes an iteration inversion scheme 

much more difficult.  In [29], a sparse inductance matrix is generated by shifting the 

matrix using new partial inductance concept.  In this technique, the current is 

assumed to be returning at an arbitrary distance, which is different from the general 

partial inductance concept, therefore, mutual inductance outside of this fictitious 

returning sphere becomes zero.  This method avoids an ill-conditioned matrix, which 

often resulted from other techniques that simply eliminate low magnitude matrix 

elements.  This method is similar to the capacitance extraction scheme that utilizes a 

fictitious widow outside which all the conductors are ignored.  By using this method, 

tremendous amount of matrix elements can be assumed to be zero, resulting in a 

sparse matrix which can be much more effectively solved using an iteration method 

such as the generalized minimum residual method (GMRES, [30]).  However, when 

lines are lossy or the frequency of interest is low compared to the dimension of the 

conductor (i.e., on-chip interconnects), a significant amount of current might return 

through conductors outside of the window.  This is because the current is bound to 
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flow through low resistance conductors even if they are far away from the signal 

lines.   

Other iteration techniques using pre-conditioners have been developed to accelerate 

the matrix solutions.  The typical preconditioning methods are local inversion and 

preconditioning using diagonal elements of the inductance matrix.  The efficiency of 

these techniques depends on the convergence of the residuals. Also, the multipole 

algorithm introduced in [7] for the VFM can be also applied to the SRM to accelerate 

the simulation further [31].  The non-uniform segmentation technique applied in the 

VFM, which uses smaller filaments near the corners, can also be helpful for SRM 

since the current distribution on rectangular conductor at high frequency is similar to 

the charge distribution on perfect conductor [8]. 

 

2.7. Conclusions 

In this chapter, the theoretical bases for the EII and the SRM are introduced.  

The surface equivalence theorem is applied to the original problem to derive the EII.  

The unique characteristics of the EII are observed, which can be very useful for the 

series impedance extraction.  The SRM is based on the surface integral equations 

implementing the EII and effectively analyze skin effect and the proximity effect 

separately.  Therefore the multi-conductor transmission lines can be easily analyzed 

through this technique.  Also, reduction of the problem is possible with very little 

accuracy loss.  The SRM has been applied to arbitrary cross-sectional conductors as 

well as three-dimensional structures. 
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Chapter 3 

 

Time Domain Simulation Technique Using SPICE Circuit Model 

 

The technique based on the equivalent circuit that models frequency 

dependent characteristics of the transmission lines [5, 16-18, 32] can be numerically 

expensive mainly because the number of the nodes involved becomes large 

especially when the rise time of the input becomes short.  However, this technique is 

still a widely used method due to its flexibility with various simulators.  Also, most 

on-chip interconnects are modeled through this technique since the cross-sectional 

dimension is small and the length of the lines is short. 

The circuit model based on the VFM [5, 18] can be impractical due to the 

large number of nodes, while the other techniques based on simple model [17] are 

not accurate.  For the equivalent circuit modeling to work well in time domain 

simulation it should match the frequency response accurately. To accurately model a 

transmission line in wide frequency range, skin effect as well as proximity effect has 

to be predicted in a circuit model.  Wheeler [33] introduced uniform lumping into 

transverse direction to capture the skin effect, however, the number of the lumps has 

to be minimized to simulate efficiently. Yen [17] reduced the number of lumps used 

significantly, but no clear rule for choosing values of the elements were given.  In 

[16], compact circuit model consists of 3 inductors and 4 resistors was developed to 

predict skin effect (Fig 3.1). However, this method has a difficulty in modeling 

rectangular conductors.  In this chapter, first, delay estimation of the on-chip 

interconnects will be performed using RC lines. Then RLC circuit will be introduced 

to model frequency dependent multi-conductor transmission lines with arbitrary 

cross-section. 



 45

R1

R2

R3

R4

L1

L2

L3

O O

 

Figure 3.1): Equivalent RL ladder circuit model for the skin effect. 

 

3.1 RC Delay Estimation for the On-chip Interconnects 

When the conductor cross-sectional dimension is small compare to the skin 

depth, which is often the case for on-chip interconnect, it is useful to use analytical 

equations to estimate delays.  Figure 3.2 shows four different types of the circuit 

model to represent a simple RC line.  To derive a simple equation from these circuit 

models Elmore delay can be used.  By using the first two moments of these circuit 

models, the Elmore delay can be determined [34].  Then the circuit impulse response 

would be dTetv 11)( −−= , where dT  is an Elmore delay. 

Suppose total line resistance is tR , total line capacitance is tC , termination 

capacitance (or input capacitance of the receiver circuit) is LC , and the source 

resistance (or internal resistance of the driver) is sR .  If the line is divided into n  

segments to model a distributed RC line, where n  can be determined using  

  
( )






 −−≤

n

n

CR

n
f

tt 2

12
cos1

2 2

max

π
, (3.1) 

the Elmore delay for Pi or a T type model is 

 ( ) ttLtLtsd CRkCRkCCRkT 211 +++=  (3.2) 

where k1 is 1 and k2  is 0.5.  For an R-C type model, 

 ( ) ( )
n

CRn
CRCCRT tt

LtLtsd 2

1+
+++= , (3.3) 

and for an C-R type model, 
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 ( ) ( )
n

CRn
CRCCRT tt

LtLtsd 2

1−
+++= . (3.4) 

Note both (3.3) and (3.4) approaches (3.2) (with 1k =1, 2k =0.5) as n  gets bigger.  To 

apply these results to the actual delay estimation, 0.7 is multiplied to each parameters 

( 1k =0.7, 2k = 0.35) to account for the rise time effect [35].  In the empirically 

determined equations introduced in [36, 37], 1k  and 2k  are given as 0.7 and 0.4 

respectively, while in [38], these parameters are a function of the rise time. 

Figure 3.4 shows a comparison between the equations and simulation results.  For 

the simulation results, two cases (figure 3.3) where the RC line is driven by a 

constant voltage source and by an actual CMOS inverter circuit are shown.   For the 

constant voltage source, the source resistance is determined as 0ZIVR dddds −= , 

where ddV  is the power supply voltage, ddI  is the drain current of the inverter, and 

0Z  is the characteristic impedance of the line.  The most interesting aspect is that 

even though all the equations give quite accurate matches for a constant voltage 

source model, they overestimate delays comparing to the delay simulated from the 

actual inverter circuit.  This discrepancy is due to the nature of the inverter circuit.  

Since the inverter circuit acts more like a constant current source rather than voltage 

source for a quite long duration, the constant voltage source cannot represent all the 

inverter behaviors.  This difference can be observed by obtaining the current 

waveform at the input and output terminal as is shown in Figure 3.5.  Because of this 

difficulty, it is desirable to simulate the actual waveform to accurately estimate the 

delays when an inverter circuit (or any other CMOS gates) is used as a driver circuit.  

The overestimation of the delays leads to conservative design, which can result in 

over-use of buffers, use of over-sized drivers, and increase of the die size. 
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Figure 3.2): Typical RC lumped circuit models. (a) T model, (b) Pi model, (c) R-C 
model, (d) C-R model. 
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Figure 3.3): Global wires driven by the (a) inverter and (b) its equivalent circuit 
using constant voltage source and internal resistance. 
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Figure 3.4): Comparison of the delay estimation for 20mm line. (Inverter: Hspice 
simulation using inverter circuit, Constant voltage source: Hspice simulation using 
constant voltage source and an equivalent source resistance, Fisher: equation given 
in [37], Otten: equation given in [36]). (a) driver with 30mA current driving 
capability, (b) driver with 24mA current driving capability. 
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Figure 3.5): Near end and far end current waveform for the 20mm transmission line 
driven by the 24mA inverter and its equivalent circuit model. 

 
  

3.2 Importance of the RLC Circuit Modeling 

When the resistance does not dominate Lω , the inductance of the line has to 

be included in the circuit model.  This could be true even for the on-chip 

interconnect that carries the signal relatively long distances.  Most of these lines are 

the higher level metal lines and the cross-sectional dimensions of these lines are 

designed to be "fat" such that the line resistance does not effect the total delay.  

Despite the fact that the frequencies of interest are not high enough for the skin effect 

to be considered as a major factor in estimating delays (i.e. skin depth is bigger than 

the cross-sectional dimension), the appropriate inductance value has to be included 

in the circuit model.  It has been reported that when line resistance is less than 02Z , 

and/or when the source resistance is small compare to 0Z , the inductance can impact 

the delays [4]. 
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The crosstalk has become an important factor in design considerations, since 

as technology advances the line density needs to be increased. The number of the 

metal layers is limited not only because of the dramatic manufacturing cost increase 

but also because the blockage of the lines due to the vias becomes significant as the 

number of the metal layer increases.  On the other hand, the thickness of the line is 

increasing continuously compared to the width of the line to reduce the resistance of 

the line without costing line density.  The crosstalk problem in the lower metal layers 

is dominated by capacitance coupling and cross proximity of the silicon substrate as 

well as orthogonal lines in different layers can reduce the crosstalk to some degree.  

However, careful placement of the ground/power lines has to be done to reduce the 

crosstalk further.  For instance, a typical configuration of the lower metal layers is 

shown in Figure 3.6 (a).  An appropriate placement of the power/ground lines at 

metal layer 3 with respect to layer 1 would be putting a ground/power at the location 

shown in Figure 3.6 (b).  The most important, yet challenging task here is obtaining 

accurate self and mutual capacitance for the circuit model since 3 dimensional 

extraction is required due to the orthogonal lines (i.e. metal layer 2).  The extractions 

using field solvers such as finite element method [39], finite difference method [40, 

41] and boundary element method [42, 43] cannot effectively extract parameters 

when multiple lines have to be included, while analytical methods or geometry based 

simulation can give erroneous results.  The conditions that inductance coupling has 

to be included in the circuit model are similar to the conditions introduced for self 

inductance.  That is when the line resistance and/or source resistance are comparable 

with the characteristic impedance of the line, the inductance coupling can impact the 

result, which might be quite different from the simple RC line analysis.  Due to the 

large capacitance load, large drivers are used to drive the global wires.  Also, these 

lines are designed to be “fat” to reduce the total delays.  These design considerations 

push the limit of the exclusion of the inductance in the circuit model.  Even though 

most on-chip interconnects have negligible inductance effects, erroneous results 
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(a) 

 

 

(b) 

Figure 3.6): Configuration of the typical lower metal layers (Usually the dimension 

of the wires on level 3 is bigger than that of the wires in level 1). 

 

from ignoring frequency dependency of the on-chip interconnects have been reported 

[4].  When package level lines are analyzed, the skin effect and proximity effect have 

to be included in the circuit model as the rise time of the signal gets shorter. 

 

3.3 Compact Equivalent Circuit Model for the Skin Effect 

At very high frequency, skin effect dominates proximity effect, and series 

resistance becomes proportional to square root of frequency.  This square root 

dependency is fully developed when totdcdc LRf ,min 5≈  for most cases, although this 

frequency becomes higher when a conductor is wide, and geometrical proximity to a 

smaller line dominates.  This square root dependency can be modeled with a 

compact circuit shown in figure 3.1 if the series impedance of the line at one 

arbitrary high frequency point (high enough so that the square root dependency is 

fully developed)) and at one low frequency point (close to DC) are known.  This 
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high frequency series impedance, highR  and highL , can be easily calculated using the 

SRM introduced in the previous chapter.  Also, one low frequency series impedance, 

dcR  and totdcL , , can be calculated using the VFM with a single filament, which can 

be obtained using a closed form equation.  For circular conductors, this ladder circuit 

model has been used to calculate the series impedance without the knowledge of two 

frequency points [16].  Here, the cross-section of the conductor is assumed to be 

arbitrary. 

To determine the values of each element of the ladder circuit (Figure 3.1), all 

the elements are assumed to satisfy the following properties: 

 

mLL
L

L
LL

L

L

mRR
R

R
mRR

R

R
RR

R

R

==

⋅=⋅==

2

3

1

2

2

3

4

2

3

1

2

,

,,
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where RR  is a positive number smaller than 1, LL  is a positive number bigger than 

1,  and m  is bigger than 1 but less than 10; this parameter is additionally added to 

the original constraints given in [16] to capture geometrical proximity effect.  

However, this parameter can be fixed to 1 without much loss of accuracy for the 

symmetrical conductor cases.  These three parameters ( RR , LL , and m ) are 

determined through an efficient optimization process that can be significantly 

simplified through the use of asymptotic approximations. 

 As a first step, this model has to give correct DC resistance since this is the 

most critical requirement for giving accurate time domain simulation.  This 

restriction gives  

 3

322

1 )(

)()()(1

mRR

mRRmRRmmRR
RR dc ⋅

⋅+⋅+⋅+= . (3.6) 

Through (3.6), 1R  can be found if RR  and m  are known.  The next step is forcing 

the series resistance to be Rmax at fmax, where 
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This requirement can be expressed through rough calculation by assuming that at 

maxf  all the currents flows through only first two "rungs" of the ladder circuit (R1,L1, 

and R2); this assumption gives 
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Finally LL  can be found by substituting (3.5), (3.6) and (3.8) in (3.9) and solving in 

terms of LL , giving 
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where hightotdcdc LLL −= , .  This procedure is repeated until optimum combination of 

RR  and m  is found.  Here, this optimum combination is determined such that it 

gives smallest local error in frequency range from fmin to fmax.  Notice that there are 

bounds for RR  and m  to get a positive real number in (3.8).  This requirement gives 

a restriction on RR  and m : 
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mRRmRRmRR

dc

+++<<
+

+++
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This restriction gives additional efficiency in finding optimum RR  and m , since 

they provide a smaller range that they can vary in.  Also, the assumption that all the 

currents flow through only the first two rungs of the ladder at high frequencies 

allows one to predict the value of 1R (or RR ).  The final model can be obtained by 

connecting highL  in series with the ladder in figure 3.1. This highL  represents external 

inductance at high frequency, while dcL  in (3.9) is internal inductance at low 

frequency.  All the parameters determined ( 1R , 1L , RR , LL , m ) are independent of 

conductivity of the conductors as long as all the conductors have the same 
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conductivity, since the low and high frequency limiting values of inductance do not 

vary with conductivity. 

Compact circuit models have been obtained by above procedure and 

compared with the surface ribbon method.  Fig 3.7-3.9 shows three different cases.  

The first two cases (Fig 3.7 and 3.8) are symmetrical conductor examples, and not 

only local error but average error is very small.  Next, micro-strip line (Fig 3.9) is 

tested, and maximum local error under 25% has been achieved.  Table 3.1 shows the 

results of various geometries with different aspect ratio (width/thickness).  To 

illustrate the advantage of introducing the additional parameter ‘m ’ the m =1 case is 

also shown.  In this table, for coplanar type and parallel type conductors, the worst 

error among various spacing is chosen, while for micro strip lines, the worst error 

among various ground plane widths is chosen and height above ground plane is 

determined such that characteristic resistance is 50 ohm with dielectric constant 2.5.  

Further study shows that as the conductor width and thickness ratio gets bigger and 

as asymmetry between conductors gets more severe, the error becomes bigger.  The 

biggest error in these cases appears near the transition frequency region where the 

skin effect is not fully developed.  Figure 3.10 shows time domain waveforms of two 

signal lines above a finite conductivity ground plane.  This waveform is compared to 

an FFT calculation using a full dispersion curve [44].  Since the model introduced 

here can be used as long as square root dependency of series resistance is obeyed, 

other multi-conductor simulation schemes can also be easily applied to this model.  

However, limited accuracy for asymmetric conductors and the requirement of pre-

known series impedance at two frequency points make this approach unattractive.  

However, for time domain simulation purpose, the inaccuracy of this circuit model 

can be insignificant. In the following section, an equivalent circuit representation of 

SRM will be introduced. 
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Conductor
Aspect Ratio

(width/thick)

Coplanar Type
Error(%)

Parallel Type
Error(%)

Micro Strip Type
Error(%)

m=1 1<m<10 m=1 1<m<10 m=1 1<m<10

1 15 17 15 17 21 21

5 25 20 25 22 55 25

10 23 15 30 22 50 20

20 36 18 30 25 41 25
 

Table 3.1) Maximum error for the equivalent circuit model (Always longer side is 
considered as width). 
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Figure 3.7) Two 10x10µm conductors with 10µm separation.  Solid line: Surface 
ribbon method, Dotted line: Circuit model using m=2.1, Dashed line: Circuit model 
using m=1. For m=2.1, RR=0.339, LL=3.787, fmin=3GHz, fmax=30GHz. 
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Figure 3.8): Two 40x2µm conductors with 10µm separation. Solid line: Surface 
ribbon method, Dotted line: Circuit model with m=3.1, Dashed line: Circuit model 
with m=1, For m=3.1, RR=0.325, LL=8.8, fmin=3.5GHz, fmax=35GHz. 
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Figure 3.9): Strip line with signal line 20x2µm bar 8µm above ground plane 
(200x2µm).  Solid line: Surface ribbon method, Dotted line: Circuit model with 
m=3.8, Dashed line: Circuit model with m=1. For m=3.8, RR=0.339, LL=30.6, 
fmin=6GHz, fmax=60GHz. 
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Figure 3.10): Two lossy signal lines (8x4 µm) 12 µm above an imperfect ground 
plane (200x4 µm). Separation between two conductors is 12 µm. Rise and fall time= 
0.1ns, Terminations are capacitive (1 pF) with unmatched source resistance (10 Ω). 
Solid line: Circuit model, dotted line: FFT. 
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Figure 3.11: Equivalent circuit modeling using frequency independent circuit 
elements to capture frequency dependent characteristics of multi-transmission lines. 
(a) Segmentation scheme for a rectangular conductor and an equivalent ladder circuit 
model for each section to capture the skin effect (a ladder circuit models each sub-
section).  (b) An example of the circuit model. An equivalent circuit model for the 
coplanar type conductors (Two signal lines and one ground line): Each numbered 
box represent a ladder circuit. 
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Figure 3.12): Series impedance calculation of coplanar lines (Figure 3.11(b)) using 
an equivalent circuit model: Comparison to the VFM. (a) Z11, (b) Z12. 
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3.4 RL Ladder Model for the SRM 

To apply the SRM to the time domain simulation, equation (2.11) can be 

transformed into the time domain, which requires a transient form of the surface 

impedance.  An efficient and stable method without going through numerical 

approximation is the RL ladder circuit model representation shown in figure 3.1.  

Similar approaches, which use numerical approximation methods rather than a 

circuit model, are reported in scattering problems [45, 46].  However, these 

approaches are not appropriate for transmission line problems where low frequency 

responses might be important. 

For rectangular conductors, the conductor interior is divided into two 

triangles and two trapezoids as shown in figure 3.11, then an equivalent ladder 

circuit is used to represent each section.  The approximations of the surface 

impedance of the trapezoid and triangle in the frequency domain are given in chapter 

2 (equation 2.20 and 2.24).  In an equivalent circuit, the RL ladder model shown in 

figure 3.11, which corresponds to each diagonal element of the matrix [ ]eiiZ  in 

(2.11), is connected in series with a self inductance, which corresponds to each 

diagonal element of the matrix ][L  in (2.11).  Then four sections that belong to the 

same conductor are connected in parallel.  Finally the complete circuit model can be 

constructed by including mutual inductances using off-diagonal terms of ][L .  

The values of the RL ladder model can be easily determined with simple 

rules.  First, two adjacent resistances and inductances in the RL ladder are related by 

 ,
1

RR
R

R

i

i =
+

     3,2,1=i    ,       ,
1

LL
L

L

i

i =
+

     2,1=i , (3.11) 

where RR  and LL  are constants to be determined.  Requiring the correct dc 

resistance and inductance to the EII yields 
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and 
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where ,2 RL C αα =  maxf  is the highest frequency of interest depending on the rise 

time of the input signal, e.g. riseTf 1max ≈ , and p  is the conductor depth parameter 

shown in table 3.2.  Here, 1C  and 2C  are constants unique to the geometry of the 

conductor and are shown in table 1.  From (6), RR  can be obtained for given 

geometry, then (3.13) can be used to obtain LL .  Finally, each element value can be 

calculated through (3.11) and (3.14). 

 ,1 dcR RR α=      
L

dcL
L

α
=1 , (3.14) 

where dcR  and dcL  can be calculated from closed form equations of surface 

impedance of an isolated conductor, e.g., for a circular conductor, 

)/)0(Re( wZR cirdc =  ( cirZ  is given  by 2.17) and  

low

lowcir
dc f

wfZ
L

π2

)/)(Im(
=  where lowf  is arbitrary low frequency. 

 

To test the accuracy of the circuit model, the frequency dependent series 

impedance of coplanar type conductors has been calculated.  Each rectangular 

conductor is divided into four sections, two trapezoids and two triangles, then table 

3.2 and (3.11)-(3.14) are used to construct skin effect RL circuit model for each 

section. The equivalent circuit of this example is shown in Figure 3.11(b).  Here, the 

direction of the self-inductance connections in ground return has to be the opposite 

of the self-inductance connections in signal conductors.  Figure 3.12 indicates the 

circuit model simulated with Hspice [47] in frequency domain gives a quite accurate 

match compared to the volume filament technique.  To improve the accuracy further, 

more than four ribbons and EII’s have to be used for a signal conductor. However, 
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this is rarely necessary for time domain simulation.  This equivalent circuit can be 

directly used in SPICE and since the values of the elements of the equivalent circuit 

can be obtained for a given geometry quite easily, computation time to extract 

frequency dependent parameters can be eliminated.  

 

Geometry p C1 C2 

Circular Radius (r) 0.53 0.315 

plate Thickness (t) 10.8 0.2 

Triangle Height (h) 1.7 0.27 

Trapezoid (w2/h <10) Height (h) w2/h 0.3 

Trapezoid (w2/h > 10) Height (h) 11 0.3 

Table 3.2) Geometry dependent constants used in construction of an equivalent 

circuit. 

 

3.5 Reduction of the Ladder Using a Single Pole 

 

R1

R2L1’
’

’

 

Figure 3.13): An equivalent circuit model of figure 3.1 using a single pole 

approximation. 

 

 

The equivalent circuit (Figure 3.1) has three poles. However, as the number 

of conductors becomes large, a single dominant pole can be used to reduce the 



 64

computation time and memory usage. The original rational function and a reduced 

form of it are: 
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where P  is the dominant pole of 2p , 3p , and 4p . Here, the pole at s =0 is excluded 

from the one pole approximation since the s =0 pole “hides” the other poles.  The 

reduced order model is now equivalent to a “two ladder” model shown in figure 3.13 

with values given by 
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In obtaining a single dominant pole in (3.15), the EII is divided by s  to simplify the 

time domain equation of the SRM.  The derivation of a time domain SRM equation 

will be covered in the next chapter. 

 

3.6 Discussions 

A compact equivalent circuit model whose elements can be easily determined 

using analytical equations has been developed.  The study done in [4] suggest that 

when the source resistance and the series resistance are comparable to the 

characteristic impedance of the line, the frequency dependent series impedance has 

to be included in the circuit model.  Further study shows that this might also be true 

when the line capacitance is much bigger than termination capacitance.  Global wires 

are driven by a large inverter and terminated with small local device, which favors 

the necessity of RLC circuit model rather than an RC model. 

The equivalent circuit model introduced in this chapter can be used when the 

skin effect and proximity effect are contributing to the time domain waveforms.  The 

number of the elements involved in this equivalent model is much smaller than 

equivalent circuit for the VFM and PEEC [5, 14].  
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Chapter 4 

 

Time Domain Simulation Technique Using the SRM 

 

Despite the fact that numerous time domain simulation techniques have been 

developed to estimate the time domain waveforms in recent years, general multi-

conductor cases where frequency dependent characteristics of the transmission lines 

have a great impact on overall time domain waveform remain one of the most 

difficult problems.  Most recent techniques are based on the approximation of the 

system functions of the transmission line.  The typical approximation techniques are 

Padp� approximations [48], which is the pioneer work in this field, Padp 

approximation via Lanzos process [49], block Arnoldi [50], Prony’s method [45, 51], 

interpolation approximation using difference model [52], recursive convolution [53], 

mini-max methods, least square methods, etc.  Even though there are shortcomings 

associated with these techniques such as inaccuracy, instability, inefficiency, and 

incompatibility with existing simulators, constant improvements have been made. 

However, the most time consuming part of the simulation is not related to the time 

domain simulation techniques themselves but to the frequency dependent parameter 

extractions, which are required for the approximations of the transfer function.  A 

simple approximation using square root dependence of the skin effect can be used to 

reduce the simulation time [47], yet it still requires two frequency samples (at one 

high frequency point and one low frequency point) and can be inaccurate when the 

proximity effect is considerably large.  In any cases, these techniques are 

implemented into a general method of characteristics [54] to obtain time domain 

waveform at the input and output ports of the multi-conductor transmission lines. 

In this chapter, to take advantage of the efficiency of the SRM, SRM will be 

reformulated in the time domain.  Then, two simulation techniques, the general 

method of characteristics and time domain finite difference method, will be applied 
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to solve time domain SRM equations.  In chapter 2, a minimum segmentation 

scheme was introduced to reduce the CPU time as well as memory usage in 

frequency domain SRM.  In this chapter, this scheme is used in the time domain 

simulation technique without lose of accuracy, and from this point, the SRM 

utilizing the minimum segmentation scheme will be simply noted as the SRM. 

 

4.1 Time Domain Formulation of the SRM 

When equation (2.11) is formulated for partial impedance and for 

transmission line simulation, the return path through the ground conductor has to be 

considered. In general frequency domain simulation, nodal analysis is often used to 

include return current effects (2.18).  Here, the ground plane itself is divided into 

several sections, and one arbitrary section is considered as ground, while the rest of 

the sections are considered to be signals. Then all the transmission line parameters 

are obtained with respect to this ground section.  To satisfy the KVL and the KCL, 

the voltage of signal sections with respect to this ground section is iV  for sections 

belong to the signal conductor i , while zero for sections belong to the ground 

conductor.  This technique is well described in [6] for the volume filament technique 

and is valid as long as the potential is constant across the cross-section of the 

conductor.  After applying this technique, the diagonal matrix [ ]eiiZ  in (2.11) 

becomes 

 =l
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where p
eiiZ 00,  is the EII of the ground ribbon (0th ribbon) and the partial inductance in 

(2.11) can be converted into a loop inductance using 
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p
i
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l
ij LLLLL 0000 −−+= , (4.2) 
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where pL00  is the partial self inductance of the ground ribbon, p
ijL  is the partial 

inductance between ribbon i  and j . These values can be calculated easily using 

closed form equations [5].  After applying (4.1) and (4.2), (2.11) becomes 

 ][]])[[]([ nn
ll

eii V
z

ILjZ
∂
∂−=+ ω , (4.3) 

where [ ]nV  and [ ]nI  are the node voltage vector and node current vector respectively, 

[ ]l
eiiZ  and ][ lL  are ( ) ( )11 −×− ff NN  square matrices that are the loop matrices with 

respect to the ground section.  In (4.3), each element of [ ]l
eiiZ  can be easily 

represented with a polynomial rational function using the equivalent RL circuit 

model for the EII 
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Rewriting (2.11) in the s-domain after applying (4.1) and (4.2) results in 
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Taking the inverse Laplace transform on both sides of (4.5) results in 
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where [ ] [ ]( )ssZLt l
eii )()( 1−=ξ ; this matrix can be easily expressed as exponential 

forms using (4.4).  Equation (4.6) has to be solved with 
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∂
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∂
∂+ )()( . (4.7) 

Note that all the elements of ( )[ ]tξ  are in exponential form in (4.6).  If one of the 

functions that is involved in the convolution is in exponential form, approximated 

recursive relationship can be derived as follows: 
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where backward Euler integration is used to approximate the integral.  Applying the 

formulation (4.8) to the first term of left hand side of (4.6) at tnt ∆=  results in 
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where [ ]K  consists of residues of the polynomial rational function, and ssZ l
ijeii )(, , 

and the p ’s are poles of this rational function.  The first term of (4.9) can be ignored 

if t∆  is chosen such that the third term is much bigger than this term. 

 

4.2 Method of Characteristics (MC) 

In a homogeneous medium (4.7) and (4.9) can be solved easily since the 

product [ ][ ]ll CL  is a diagonal matrix that has identical eigenvalues.  The method of 

characteristics (MC) was first introduced by Branin [55] for a single lossless line 

simulation.  Later this method was extended to general multi-conductor cases 

including nonlinear transmission lines with frequency dependency [56].  The MC 

solves partial differential equations by transforming them into ordinary differential 

equations along the characteristic directions. This method has been used in 

conjunction with other transfer function approximation techniques to accelerate time 

domain simulation [52, 54, 57-59].  In the general method of characteristics (MC), 

the N  coupled transmission lines are treated as a N2  port network.  The 

propagation speed of forward and backward waves for the de-coupled modes is 
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λ
1±==

dt

dz
v , (4.10) 

where λ  is an eigenvalue of [ ] [ ]ll CL ⋅ , which is the diagonal matrix [ ]µε  in a 

homogeneous medium.  Applying this relationship to (4.7) and (4.9) gives, 
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where dsE  is the voltage source per unit length representing the second term of 

equation (4.9), which only depends on the values of the previous time step. For a low 

substrate loss and uniform cross-sectional lines, (4.11) can be expressed using a 

trapezoidal integral rule as 

 [ ]{ } [ ]{ } ),(5.0),(5.0 tzvtEILvVttzzvtEILvV ds
l

ds
l ∆−+=∆+∆+∆++ , (4.12) 

 [ ]{ } [ ]{ } ),(5.0),(5.0 tzvtEILvVttzzvtEILvV ds
l

ds
l ∆+−=∆+∆−∆−− , (4.13) 

where (4.12) and (4.13) are for the forward travelling wave and backward travelling 

wave, respectively.   

Equation (4.12) and (4.13) are the basis of the simulation technique.  To 

solve these two equations, first, the length of each section (i.e. z∆ ), the distance 

between two adjacent points where the voltages to be calculated must be determined.  

For short uniform lines this can be large, which will save considerable CPU time.  

The procedure of using (4.12) and (4.13) is well described in [56].  In this method, 

the voltages and currents at the input and output terminals are calculated at each time 

step, and the implementation of this method into other conventional simulation 

programs such as SPICE to simulate transmission lines with other non-linear 

elements is possible. In inhomogeneous medium, several different modes are 

travelling at different speeds and the application of MC is difficult unless the 

telegrapher’s equations are de-coupled.  The various techniques [44, 56, 58, 59] 

attempt to de-couple the equations through eigenvectors of [ ][ ]CL  and [ ][ ]LC .  By 

using these two eigenvector matrices, the inductance and capacitance matrices can be 
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diagonalized.  After the diagonalization, equations similar to (4.12) and (4.13) can be 

derived and MC can be applied to solve these equations.  The numerical details in 

this matter will be dealt with in a later section.  Other techniques that solve problems 

in the frequency domain directly then transform the results into the time domain have 

been used successfully, yet the stability and accuracy of these techniques with 

nonlinear circuits as well as the requirements for good frequency domain samples 

will be bottlenecks for these techniques.  In the next section, the finite difference 

method (FD) is applied to solve the problems in an inhomogeneous medium. 

 

4.3 Finite Difference Method 
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Figure 4.1): An equivalent circuit model for the finite difference method.  In each 

branch, a voltage source is used to replace a ladder model and is responsible for the 

frequency dependent effects in time domain. 

 

 

The finite difference method is based on the π equivalent circuit model 

shown in figure 4.1 that is an equivalent circuit model for (4.7) and (4.9).  This 

method, also referred to as a time-stepping solution, makes a finite difference 

approximation to (4.7) and (4.9).  In the FD method, to achieve a greater stability and 

accuracy, the electric field nodes and magnetic field nodes are separated by 2z∆  

[13] [60].  This constraint is similar to the FDTD method, which solves Maxwell’s 

equations in 3-dimensional space and time domain using Yee’s cell [61].  The 
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equivalent circuit model in Figure 4.1 shows a total of N  lumped sections are used 

and the voltage nodes, 121 ,,, +NVVV K  and current nodes, i
N

ii III ,,, 21 K , are separated 

by 2z∆ .  The finite difference approximation of (4.7) and (4.9) at tnt ∆= and node 

m gives 
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where [ ]U  is the identity matrix, Nm ,,2,1 K=  for (4.14) and 1,,2,1 −= Nm K  for 

(4.15).  Here, the voltage and current vectors indicated with primes on the right hand 

side of (4.14) and (4.15) can be obtained from original vectors through the KVL and 

the KCL (figure 4.1).  For instance, in (4.14), [ ]’
mI  is calculated through the 

relationship 

 mmmmm IIIII 4321’ +++= . 

The boundary conditions for capacitance or resistance termination can be easily 

applied using the equivalent circuit shown in Figure 4.1.  Assuming resistance 

termination at the input end and capacitance termination at the output end, the 

boundary condition becomes 
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where [ ]SR  and [ ]LC  are source resistance and termination capacitance matrices, and 

[ ]SV  and [ ]LV  are source and termination voltage source vectors.  To insure the 

stability the Courant condition has to be satisfied such that 

 
v

z
t

∆≤∆ , (4.18) 

where v  is the propagation velocity.  However, for multiconductor transmission 

lines in an inhomogeneous medium, there are several different modes travelling at 

different speeds.  To determine the speed of each mode, eigenvalues of the matrix 

product [ ][ ]CL , iλ , can be used 

 
i

iv
λ
1=      cNi K,2,1= . (4.19) 

To ensure the stability the maximum iv  is used to choose t∆ , i.e., ( )ivzt max∆=∆ .  

One conservative way without going through mode separation is calculating v  with 

dielectric constant 1 everywhere.  The value of z∆  mainly depends on the rise time 

of the input signal and the length of the transmission line. Once z∆  and t∆  are 

determined, (4.16) is used to satisfy the boundary condition at the input end.  Then 

voltages and currents at each node are determined alternately using (4.15) and (4.14). 

Finally, the boundary condition (4.17) is used to estimate the waveform at the output 

end.  This procedure is repeated at each time step. Because of this iteration step, it is 

important to choose steps wisely to reduce the CPU time.  One of the advantages of 

using the finite difference method is that various sources can be inserted in the 

middle of the line and once the simulation is done, all the voltages and currents at 

each node are known, including the ground plane, which can be useful for 

simultaneous switching noise analysis.   For an extremely high-speed digital signal 

travelling along a long transmission line, this method present an arduous task and 

other approaches utilizing frequency domain approximation should be used.  

However, for most practical packaging cases, the number of segments along the line 

can be quite small. 
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When the ground plane is not wide, or when the low frequency inductance 

does not affect the time domain simulation, the number of sections used for the 

ground, gN , can be 1.  However, for accurate time domain simulation, current 

crowding effects and the skin effect in the ground should be included.   

 

4.4 Wide Ground Plane Consideration 
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Figure 4.2): Ground plane segmentation and capacitance calculation scheme. 

 

 

The effect of the finite thickness, conductivity, and the width of the ground 

plane is often ignored in time domain simulation since the resistance of the wide 

ground plane is much smaller than that of the signal lines.  However, the current 

crowding effect can change the total inductance value significantly, especially when 

the signal lines are very close to the ground plane.   This change of inductance as a 

function of frequency can affect the time domain waveform and should be included 

in the equivalent circuit model.  In the SRM, the ground plane is divided into several 

sections just like signal lines.  The number of divisions can be reduced using the 

minimum segmentation scheme described in [28].  To calculate the series impedance 

of the ground plane, the plane is divided into gN  sections and each section is 

represented with a ribbon and the EII approximated with the surface impedance of a 

plate given in (2.22). 
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The equivalent circuit of this surface impedance can be obtained using table 

3.2 as described in the previous chapter.  Then the loop series impedance matrices, 

[ ]lL  and [ ]l
eiiZ , are obtained easily by using (4.1) and (4.2).  For capacitance matrix 

calculation, one of the sections on ground plane, the same section that was chosen as 

a ground for series impedance calculation in (4.1) and (4.2), is considered as ground 

while other sections are considered as signal conductors.  Then the 

( ) ( )11 −+×−+ gcgc NNNN  capacitance matrix is calculated with respect to the 

ground section, where cN  is the number of signal conductors.  This scheme is 

illustrated in figure 4.2.  After the calculation of the capacitance matrix, (4.14) to 

(4.17) are used to evaluate the time domain waveform.  Here, all the node voltages of 

the sections belonging to the ground plane are zero, i.e., 0,,, 5432 =VVVV  in figure 

4.2, assuming that the conductor cross sections are equi-potential.   

In the finite difference method, the simulation time and memory usage can be 

significantly reduced without much loss of accuracy by assuming a perfect ground 

section (but not perfect ground).  This will make the matrix [ ]l
eiiZ  diagonal and this 

assumption would be justified if one chose the ground section to be wide such that 

the resistance of this section is much lower than other sections belonging to the 

ground plane in figure 4.2.  The computation time can be further reduced using a 

single dominant pole approximation for ( )[ ]sZ l
eii . 

 

4.5 Mode De-coupling of the Transmission Line Equation 

For the lossless lines in inhomogeneous medium, there are sets of conductor 

voltages and currents for which the propagation is non-dispersive.  These sets, which 

are called eigenmodes, can de-couple the transmission lines equations where cN  

different modes are travelling at any given time.  This is based on the fact that both 

[ ]L  and [ ]C  matrices are positive definite, and the matrix [ ][ ]CL  can be reduced to 

diagonal form using the similarity transform 
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 [ ][ ] [ ][ ] [ ] 12 −= PPCL λ , (4.20) 

where [ ]P  is the eigenvector matrix of [ ][ ]CL  and [ ]λ  is the diagonal eigenvalue 

matrix of [ ][ ]CL .  Two coupled equations for the transmission lines are 
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where [ ]V  and [ ]I  are voltage and current vectors respectively.  Substituting (4.20) 

to (4.21a) results in 
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Equation (4.22) is the de-coupled equation of (4.21a) and the same procedure can be 

done for (4.21b) using eigenvector and eigenvalue matrix of [ ][ ]LC .  Now MC can 

be easily applied to the de-coupled equation (4.22) with characteristic admittance 

given as 

 [ ] [ ] [ ][ ][ ] 11
0

−−= PPLY λ .   (4.23) 

A similar method is applied to the lossy lines with series impedance and admittance, 

[ ]Z  and [ ]Y , replacing the inductance and capacitance, [ ]L  and [ ]C .  However, for 

time domain simulation, frequency dependent components have to be expressed as 

approximated polynomial rational functions.  Obtaining a polynomial rational 

function for the eigenvector matrix of [ ][ ]YZ  is not always easy since approximated 

poles can reside on the right hand side of the axis, which causes instability.  [52], to 

overcome this problem, the use of the frequency dependent eigenvector matrices is 

avoided by separating the delay part from the propagation function.  Here, delay is 

estimated using asymptotic value of capacitance and inductance.  This approach is 

implemented on Hspice [47] for multi-conductor analysis.  However, as will be 
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discussed in the next section, this method has numerical problems when the lines are 

lossy. 
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Figure 4.3): Four signal lines above ground plane for skin effect and proximity effect 

simulation. 
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Figure 4.4): Time domain simulation using MC for four line case (Figure 4.3). Solid 

line: FFT, dotted line: MC. 
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Figure 4.5: Time domain simulation results using various different techniques.  FD: 

finite difference method introduced in this dissertation (Figure 4.1), Hspice: Hspice 

using W-element, RLC: R-L-C circuit model.  (a) Line 1, (b) Line 4. 
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 The separation of the modes can provide valuable information about the 

transmission line system.  For instance, for a system of two symmetric signal lines, 

there are two distinctive modes: common mode and difference mode. For this 

particular system, eigenvectors of the matrix [ ][ ]YZ  are (1,1) and (1,-1).  The 

common mode has eigenvector (1,1) and its corresponding eigenvalue 2
1γ , while the 

difference mode has eigenvector (1,-1) and its corresponding eigenvalue 2
2γ . If the 

series impedance and parallel admittance matrices are defined as [ ] [ ] [ ]LjRZ ω+=  

and [ ] [ ] [ ]CjGY ω+= , respectively, the complex modal propagation constants 

nnn jωβαγ +=  (n=1,2,…,N) and the voltage eigenvector matrix [ ]P  are solutions 

of the eigenvalue equation [44] 

 
 [ ] [ ][ ]( )[ ] 02 =+ PYZIγ . (4.24) 

Depending on the polarity and the magnitude of the signal applied to each line, one 

mode may dominate the other.  Therefore, by inspecting the characteristics of each 

mode, one may predict the behavior of the multiple lines.  For instance, if the 

polarity of a pair of voltages applied to two signal lines is (1,1), then common mode 

becomes a dominant mode. Typical on-chip interconnect structures consist of 

multiple pairs of orthogonal metal layers as shown in Figure 4.6 (see Table 4.1 for 

dimensions used in the simulation).  To accurately simulate the time domain 

response, the impact of the orthogonal lines has to be considered.  Figure 4.7 shows 

the attenuation constant and the propagation time constant of metal lines on layer 5 

when there are no orthogonal lines (Figure 4.7a, 0% loading) and when there are 

orthogonal lines (Figure 4.7b, 100% loading).  When there are no orthogonal lines, 

the difference mode is clearly attenuated more and has slower propagation time than 

the common mode for most of the frequency range interested.  Once the orthogonal 

line impact is included in the simulation, common mode becomes slower than the 
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difference mode (see Figure 4.7b).  Also the difference of the attenuation constants 

between two modes becomes smaller.  This is because the orthogonal lines 

significantly increase the self-capacitance and the common mode is more affected by 

the change of the self-capacitance. 

 

 Layer 3  

(in µm) 

Layer 4  

(in µm) 

Layer 5 

(in µm) 

Layer 6 

(in µm) 

Layer 7 

(in µm) 

Layer 8 

(in µm) 

ti  (thickness) 0.3 0.3 1 1 2 2 

W 

(width/space) 

0.13 0.13 1 1 2 2 

hI 0.3 0.3 1 1 2 - 

Table 4.1. Dimensions of the metals on each layer (lines are assumed to be copper, 

the space between the lines is the same as the width of the line). 

 

 

 

Figure 4.6) Typical on-chip interconnect structure. 
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Figure 4.7 (a) Frequency dependent attenuation constant and propagation time 

constant when there are no adjacent orthogonal lines. Solid line: common mode, 

Dashed line: difference mode. 
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Figure 4.7 (b) Frequency dependent attenuation constant and propagation time 

constant when there are adjacent orthogonal lines (100% loading). Solid line: 

common mode, Dashed line: difference mode. 

 

To illustrate this point, time domain simulation is performed.  Two symmetrical lines 

without adjacent orthogonal lines are excited with two positive rising signals with 

10ps rise time.  Then the result is compared with the case when two lines are excited 

with two opposite polarity voltages with rise/fall time 10ps (Figure 4.8a).  The same 

simulation is carried out with the presence of the orthogonal lines (Figure 4.8b).  It is 

clear that the common mode is faster and less degraded than the difference mode in 

the absence of the orthogonal lines, as seen in Figure 4.8a. On the other hand, Figure 

4.8b shows that the faster difference mode arrives at the far end first.   

 

0.0

0.5

1.0

0.0 0.5 1.0
time (ns)         

0.0

0.5

1.0

0.0 0.5 1.0
time (ns)  

(a)      (b) 

Figure 4.8) Far end time domain simulation of two symmetrical lines on metal layer 

5 shown in Figure 4.6.  Line length=10mm, source resistance=30ohms, open 

termination. (a) When there are no adjacent orthogonal lines, (b) when there are 

orthogonal lines (100% loading).  Solid line: voltage applied with the same polarity, 

dotted line: voltage applied with the opposite polarity. 
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However, due to the higher attenuation constant, the difference mode is more 

degraded than the common mode resulting in longer time delay at the 50% point 

(0.5V). This result suggests that the attenuation constant is the more determining 

factor in estimating the delay for this particular case.  The dimension of the 

conductors in this simulation is small and the resistance dominates the reactance. 

 

4.6 Results and Discussions 

As a first example, the case of four lines above the ground plane in a 

homogeneous medium is tested with MC.  All the ground effects are included in the 

equivalent circuit.  The dimensions of the signal lines are 20µm wide, 20µm thick, 

0.1m long, separated by 10µm.  The ground plane is 170µm wide, 20µm thick, and 

the distance between ground and signal conductors is 10µm.  All the lines are copper 

and terminated with 10pF capacitance and the source resistance is chosen to be 5 Ω.  

The medium surrounding these lines is assumed to be air.  This example is shown in 

figure 4.3 and it is set up such that all the skin effect and proximity effects as well as 

ground plane current crowding effects contribute to the time domain simulation 

results.  The trapezoidal input wave is applied to line 1 with rise and fall time 0.1ns 

and duration of 1ns.  The results are compared with the FFT method.  Figure 4.4 

shows great agreement between FFT and MC.  The CPU time for this case on 

266MHz Pentium II is 7.6 second. 

In the next example, all the dimensions of the signal conductors are the same 

as the previous example except the ground plane width is changed to be 500µm, the 

length of the lines are assumed to be 2cm, and the dielectric constant between signal 

lines and ground plane is assumed to be 4.  This time, line 1, 2, and 3 are switching 

with an exponential wave 

 t
in eV

101051 ⋅−−= . (4.25) 



 83

Figure 4.5 shows the results and comparison with Hspice W-Element that uses 

frequency domain transfer function approximation method simulated with MC.  The 

slight difference between the Hspice result and the finite difference method is due to 

the lack of the frequency dependent inductance in Hspice.  Also shown is the 

simulation results of constant RLC model that ignores skin effect.  Here, DC 

resistance and high frequency L and C are used.  Figure 4.5 clearly shows ignoring 

frequency dependent series resistance can cause erroneous results.  The computation 

time for FD method is 5 seconds. 

It has been observed that some frequency domain approximation methods can 

generate an unstable waveform that is not possible under normal conditions.  The 

third example is for 125mm long copper line with 2.5µm width, 2.5µm thickness and 

2.5µm above a 13µm wide ground plane.  The source resistance is 80ohms, the 

termination capacitance is 0.1pF, and a 10ns rise time input wave is applied.  Under 

these conditions, skin effect is not a major factor for time domain simulation and 

constant RLC circuit or even RC circuit model should be enough to get reasonable 

results. The current passing source resistance is simulated with FD method described 

in this dissertation, constant RLC model and Hspice.  As figure 4.9 indicates, unlike 

the Hspice result, the FD method and RLC circuit model do not show continuous 

negative current that can cause constant overshoot voltage, which is not possible for 

a stable system.  When a line is extremely lossy, as in this particular example, the 

delay time is dominated by the RC delays and does not depend on the inductance of 

the line.  The technique used in Hspice W-element that separates LC delay from the 

propagation function to avoid instability can actually cause instability in RC line 

analysis. 

In chapter 3, the conditions where frequency dependent series impedance has 

to be included in the circuit model to get an accurate time domain response were 

discussed.  To verify these conditions, the same four line structure shown in figure 

4.3 is used (5 ohms source resistance, 10pF termination, 0.1ns rise and fall time input 
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with 1ns duration).  The result from the FFT method is compared with the results 

obtained under the following assumptions: 

1) Lines are modeled with LC lines. 

2) Lines are RLC lines (Rdc-Lext). 

3) Lines are R(f)LC lines (Hspice W-element). 

Figure 4.10 shows that failing to include all the frequency dependent effects in the 

model result in erroneous time domain waveforms. 

In this chapter, new RLC equivalent circuit model including frequency 

dependent series impedance were introduced.  To reduce computation time, the 

method of characteristics and finite difference method are used.  Since this technique 

easily generates an equivalent circuit from the geometry of the conductors and 

simple closed form equations, it avoids extraction of the frequency dependent 

samples for the approximation of the transfer function in frequency domain. The 

mode separation is often useful to estimate delays for different switching conditions.  

The worst case delay estimation can be obtained by simulating only one mode. 
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Figure 4.9): Current waveforms at the input terminal. 
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Figure 4.10) Impact of frequency dependent characteristics of the transmission lines 

on crosstalk (line 4). (a) Comparison between full dispersion curve obtained from FD 

method and lossless line. (b) Comparison between full dispersion curve obtained 

from FD method and RLC line (ignoring frequency dependent R and L). (c) 

Comparison between full dispersion curve obtained from FD method and R(f)LC 

line (ignoring frequency dependent L). 
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Chapter 5 
 

Discussions and Conclusions 

 

A new impedance boundary condition (EII) that is useful for series 

impedance calculation of multi-conductor transmission lines has been introduced.  

Because of its localized characteristics the EII can be approximated using analytic 

expressions.  Also, by using a transmission line model, approximating the EII of 

conductors with arbitrary cross-section is possible. The use of the impedance 

boundary conditions (IBC) has been limited to the scattering problems since most of 

the IBC are only predictable at high frequency range.  Due to the characteristics of 

the EII, EII can be used in conjunction with other field solvers like FDTD, PEEC, or 

conformal mapping.  In this dissertation, the EII is used with surface integral 

equations.  Since the EII can be approximated using analytical expression, arduous 

task of finding surface current distribution can be avoided. This new method is called 

surface ribbon method [11, 12, 28].  Comparing to the volume filament method 

(VFM), which assumes a constant volume current flowing through filaments, surface 

ribbon method (SRM) uses equivalent surface current.  Further study shows that the 

number of the surface ribbons along the rectangular surface can be as small as four.  

Also, wide ground planes that can effect the frequency dependent inductance values 

can be efficiently included in the analysis.  This method also has been extended to 

three-dimensional structures [10].  However, when the discontinuity portion of the 

structure is the small part of the overall structure, simple 2
12  dimensional approach 

can be used without sacrificing much accuracy.  In chapter 2, the theoretical bases 

for the EII and the SRM are introduced.  Also, the SRM has been applied to arbitrary 



 88

cross-sectional conductors.  The maximum local error has been estimated compare to 

the more rigorous volume filament technique. 

In chapter 3, SPICE equivalent circuit modeling for both on-chip and off-chip 

interconnects is explored.  RLC circuit models have been widely used due to their 

ease of integration with other non-linear elements of a circuit in time domain 

simulation.  Most on-chip interconnects are modeled using RC lumped circuits.  

Simple delay equations based on constant voltage source driving an RC line might 

overestimate the delays simulated using actual device due to the unique 

characteristics of the CMOS driver.  For accurate estimation of the delay, simulation 

has to be carried out using RC lumped circuit.  Alternative approach is using analytic 

equation based on the curve fitting the actual simulation result.  However, this 

method has to be carried out for each different generations (different gate length) 

since the characteristics of the device is different for each generation.  In estimating 

clock cycle time for microprocessor requires thorough estimation of delays.  This 

includes delay due to the device, delay due to the interconnect, and delay due to the 

clock skew. The delay due to the device will decrease due to the decrease of the 

device capacitance.   The delay due to the interconnect is the most controversial 

factor among timing analyzers.  Some reports speculate the percentage of the 

interconnect delay will be well over 50% of the total delays.  However, this will 

unlikely happen near future if the low dielectric material and copper metals are used.  

The global wires that connect separate functional blocks can contribute clock cycle 

time due to their long length.  These lines are driven by the large drivers that have 

small internal resistance.  Also, these lines are fabricated to be “fat” to reduce the RC 

delays.  Accordingly, the inductance has to be included in the circuit model to 

accurately estimate the delays.  Some designers suggest to make the drivers as large 

as possible to reduce the delays.  However, this will not only consume extra area and 

energy but also can increase the delays or other signal integrity problems.  If the 

driver is much larger than internal circuits, the extra delay is added since the small 
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internal driver has to drive large external driver. More accurate equivalent circuit 

modeling including inductance effects becomes essential to predict the overall circuit 

behavior. 

The inductance effects are important when the line resistance and source 

resistance are comparable to the characteristic impedance of the line.  Skin effect and 

proximity effect have rarely impact on on-chip interconnect.  In package level, as 

signal rise time decreases, these effects have to be considered for accurate time 

domain analysis.  In this dissertation, compact equivalent circuit model that can be 

simulated with typical simulators like SPICE is introduced.  If series impedance at 

two frequency points is known, simple circuit model consists of 8 resistors and 

inductors can capture frequency dependency of the transmission line from DC to 

high skin effect frequency.  In this dissertation, an equivalent circuit model based on 

the SRM is introduced.   By using transmission line model of the EII and its 

equivalent circuit, multiple conductors with arbitrary cross-section can be efficiently 

modeled.  The circuit simulators based on moment matching technique [48] can 

accelerate the simulation time of this kind of RLC circuit tremendously.  

Unfortunately the earlier technique based on Padé approximation cannot accurately 

simulate this type of RL loop circuits even with high order approximation (large 

number of moments).  However, more accurate techniques have been developed, 

which can be applied to general circuits [49].  These new techniques will allow faster 

simulation of the RLC circuits introduced in this dissertation. 

In chapter 4, the time domain formulation for the SRM is obtained using the 

equivalent circuit model of EII.  This equivalent circuit model can be easily 

transformed into time domain using polynomial rational function that has three poles 

and zeros (4 resistors and 3 inductors).  The convolution equation that appeared in 

the time domain SRM equation is solved using recursive equation.  Both the method 

of characteristics (MC) and the finite difference (FD) method are applied to solve 

time domain SRM equations.  Because all the parameters needed for the simulation 
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are calculated using analytical equations, great numerical efficiency can be achieved.  

MC is a very efficient time domain transmission line analysis technique.  To apply 

this technique to the general transmission line problems that might be embedded in 

inhomogeneous medium, mode separation has to be done.  For further improvement, 

the transfer function of the equivalent circuit has to be obtained [53].  The finite 

difference method is much more flexible since both current and voltage values of 

each node at each time step are known.  However, when a long transmission line is 

analyzed and the number of time steps is large this method could be inefficient.  The 

most efficient method uses transfer functions of the lines.  Frequency samples 

required for these techniques can be efficiently obtained through the SRM introduced 

in this dissertation. 
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Appendix  

 Inductance Calculation Using Closed Form Equation 

 

The self inductance of a ribbon and mutual inductance between ribbons can be easily 

calculated using geometric mean distance [62].  

1. Self inductance: 

According to the geometric mean distance (G.M.D) theorem, G.M.D. of a ribbon 

with width W  is approximated as, 

 WDMG 22313.0... = . (1) 

Applying this to the empirical formula results, 
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where l is the length of the ribbon. 

2. Mutual inductance: 

1

2

3

4
A

B

 

Figure A): two arbitrary oriented ribbons. Length (l) is in perpendicular direction to 
the paper. 

 

For mutual inductance calculation of two arbitrary oriented ribbons, Rayleigh 

quadrature formula [62] can be used.  From figure A, the approximated mutual 

inductance is 

 ( )ABAABB MMMMMM 2
6

1
4321 ++++= , (3) 
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where A and B are the midpoints of two ribbons and 1BM  is the mutual inductance 

between line filament 1 and B.  The mutual inductance between two parallel line 

filaments can be calculated using 
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where d  is the distance between two lines. 

Two dimensional equations can be obtained assuming l=1m. 
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